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The structures and binding enthalpies of a single alkali metal cation complexed with up through four dimethyl
ether (DME) ligands were obtained with Hartree-Fock wave functions and second-order perturbation theory,
with consideration of core/valence correlation and relativistic effects. The basis sets used in this study included
diffuse functions on oxygen, in order to minimize undesirable basis set superposition error, and polarization
functions on all non-hydrogen atoms. The observed trends in complex formation energy along the sequence
of cations are discussed and compared to the available experimental data obtained from collision-induced
dissociation measurements. Minimum energy M+(DME)2 geometries are predicted to be linear for the light
metal complexes and bent for the heavy metal complexes.

I. Introduction

Complexes comprised of a single metal cation and one or
more neutral ligands have recently been the focus of a number
of theoretical1-7 and experimental studies.8-11 As is often the
case when theory and experiment simultaneously probe the same
chemical systems, those systems act as a synergistic interface
between the two approaches. In ideal situations, opportunities
are created for each approach to exploit the strengths of the
other, thereby advancing faster than it could on its own. In the
case of cation/ligand complexes, typically dominated by strong
electrostatic forces,ab initio theory brings to bear its expertise
in determining accurate molecular structures, vibrational fre-
quencies, and, when performed at sufficiently high levels,
accurate binding energies. However, for moderate-to-large
chemical systems, reliable experimental values are important
for calibrating the computational models. Two examples of the
complementary roles of theory and experiment in this area of
research have appeared in recent works by More et al.9 on Li+:
dimethyl ether (DME) complexes and Ray et al.10 on Li+:
dimethoxyethane and Li+:12-crown-4 complexes.
Although computational studies of cation-ligand complexes

first appeared in the chemical literature as early as 1972,12

reports of complexes with more than a dozen atoms are still
rare. Several studies have focused on the M+(H2O)n clusters,
which serve as solvation models for alkali,13-16 alkaline
earth,17-19 transition metal,20-23 and rare earth17 cations. In
these cases, a comparison of ligand binding affinities for metal
cations with different charges and polarizabilities has been
instrumental in distinguishing quantum mechanical structural
influences from mainly electrostatic ones. This analysis is
expected to be particularly important in predicting whether
cation/biligand complexes and MX2 molecules24-26 are linear
or bent, and whether incremental ligand binding energies
decrease monotonically with increasing coordination.21

Bauschlicher et al.13 studied Na+(H2O)x, x ) 1-4, with
second-order Møller-Plesset perturbation theory (MP2) and
higher levels of theory, finding the successive ligand binding
energies to be rather insensitive to electron correlation and to
decrease monotonically with increasing ligand number. The
water molecules of the Na+(H2O)2 system were found to

coordinate the metal in a linear fashion, as expected from a
simple electrostatic model of a cation interacting with two polar
ligands. Glendening and Feller16 also studied alkali cation/water
clusters (Li+ through Cs+), finding the heavy metal/(H2O)2
complexes to favor nonclassical bent structures. This observa-
tion was explained in terms of metal core polarization by the
ligands, consistent with the metal size dependence in the linear-
to-bent trend. The same mechanism is responsible for other
nonclassical symmetry lowering, such as pyramidal distortions
of planar metal/triligand clusters.
Core polarization has also been observed for the alkaline

earth/water complexes.17-19 In particular, Bauschlicher and co-
workers18 found a bent structure for the more polarizable Mg+

with two waters, whereas Mg2+(H2O)2 was shown to be linear.19

In the alkaline earth systems, there is also a small covalent
contribution from the low-lying d orbitals which favors bent
structures.17,18 Participation of d orbitals is especially important
in determining metal-ligand structures for rare earth27 and
transition metal20-22,28complexes, and it is likely to produce a
deviation from purely monotonic trends in incremental energies.
Ligand polarization also contributes to deviations from

classical bonding behavior. A combined theoretical/experi-
mental study of Li+ complexed with DME, CH3OCH3, by More
et al.9 revealed that, despite its smaller dipole moment, DME
binds more strongly to Li+ than does water.14,29 This was
attributed to the polarizability of DME, which is nearly 4 times
larger than that of water.
In this paper we examine complexes composed of a single

alkali metal cation (Li+-Cs+) and up through four DME ligands
using restricted Hartree-Fock geometries with MP2 energy
corrections. Calculations of these complexes are performed at
the restricted Hartree-Fock (RHF) and second-order Møller-
Plesset (MP2) perturbation levels of theory with polarized basis
sets. These simple metal/ether systems are intended to model
the basic interactions found in cation/crown ether30 adducts
(rather than acting as solvation models). Complexes with four
DME ligands represent the acyclic analogs of the M+:12-
crown-4 systems, but without the internal constraints imposed
by the crown ether macrocycle. Crown ethers have received
considerable attention recently as potential molecular sequester-
ing agents for cations in waste solution.31-33 The present work
is part of an ongoing research project involving studies of mono-
and divalent cations interacting with larger polyether molecules,
as well as crowns themselves.
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II. Procedure

Incremental Li+(DME)x, x) 1-4, binding enthalpies at 298
K were recently reported by More et al.9 as part of their ongoing
experimental/theoretical investigation of cation/ligand com-
plexes. The experimental portion of the work involved the
analysis of thresholds for collision-induced dissociation (CID)
with xenon. The theoretical portion consisted of the evaluation
of optimal geometries, binding energies and enthalpies, and
vibrational frequencies at the RHF and MP2 levels of theory.
The experimental and calculated MP2 binding enthalpies
differed by less than 2 kcal/mol per metal-oxygen interaction.
The counterpoise correction (CP) of Boys and Bernardi34 was
applied to the calculated values to account for the undesirable
effects of basis set superposition error (BSSE). The CP
correction was computed using the so-called “relaxed fragment”
geometries. The same level of theory provided exceptionally
good agreement with the complete basis set limit estimated from
much larger correlation consistent basis sets35 for the binding
energy of the Li+(DME) complex.
Two of the quantities of interest in these systems are the total

and the incremental binding energies. The former is defined
as∆E for the reaction

while the latter corresponds to∆E for the reaction

Since there has been discussion in the literature36-38 over how
the CP correction should be applied in the case of multiple
ligands, we now discuss the approach we chose to use. The
primary issues with molecular aggregates concern additivity and
the order in which CP corrections are applied. The counterpoise
correction for the total binding energy for an M+(DME)x
complex consists of 2x+1 component calculations. The metal
cation and the ligands are each computed separately in the
cluster geometry in the presence of the full “ghost” cluster basis
functions and, in the case of the ligands, at their cluster geometry
without the ghost functions. One recognizes, however, that CP-
adjusted incremental binding energies could be computed as
(A) the difference between the two CP-corrected total binding
energies for M+(DME)x-1 and M+(DME)x using eq 1 or (B)
the raw binding energy of eq 2 minus the CP correction
computed for M+(DME)x-1 and DME fragments. In the
complete basis set limit the two definitions should be identical.
Complete basis set estimates on complexes the size of M+-
(DME)2, the smallest relevant complex that might be used to
distinguish between the two CP approaches, remain prohibitively
expensive computationally.
The BSSE ranges for Li+(DME)x and Cs+(DME)x are 1.8-

4.9 kcal/mol and 1.5-1.7 kcal/mol, respectively, forx ) 1-4.
This is for an MP2 correction at the RHF geometry using
method B. Table 1 compares MP2 incremental binding energies

obtained from both approaches for Li+(DME)x. Since the
magnitude of the CP correction is larger for these more strongly
bound adducts, the incremental binding energies for these
complexes should depend more strongly on the CP approach
selected than the energies of the complexes involving heavier
cations. In the worst case, the difference in binding energies
calculated by methods A and B amounts to 0.9 kcal/mol, or
approximately 4% of the value. For Cs+, which has longer
metal-oxygen distances and less BSSE, the maximum differ-
ence is 0.2 kcal/mol. Thus, for all but the most demanding of
studies, the uncertainty introduced by the choice of counterpoise
methods is negligible for these electrostatic aggregates. In the
present study we shall report incremental binding energies
computed with method A for the sake of consistency with our
previous work.
Unless otherwise noted, all M+(DME)x calculations in this

work were performed with the diffuse function-augmented
6-31+G* basis sets39-41 on H, Li, O, and Na. The somewhat
smaller 6-31G* basis set was used on C, following the example
set in the earlier work.5,16,19 The presence of the diffuse (sp)
functions on oxygen is important in reducing BSSE, whereas
their presence on carbon was demonstrated to have relatively
little impact on either energetics or structure.3

Effective core potentials (ECPs) by Hay and Wadt42 were
used for the heavier metals (K, Rb, and Cs), including valence
functions for the (n - 1)s2 (n - 1)p6 shell. The valence basis
sets are (5s5p)/[3s3p] contractions of Hay and Wadt’s functions,
augmented by six-term d-type polarization functions, energy-
optimized by Glendening and co-workers3 for the M+(H2O)
systems. For Rb and Cs the ECP includes the dominant
relativistic effects (i.e. mass-velocity and Darwin corrections)
on the valence electrons. The 6-31+G*/6-31G* hybrid basis
and metal ECP basis together will be referred to as the 6-31+G*
basis set in this paper. All calculations were performed with
the Gaussian 9243 and Gaussian 9444 programs. Geometry
optimizations used the “tight” convergence criterion, which
corresponds to a maximum component of the force ofe1.5×
10-5 Eh/bohr.
The Li, C, and O 1s2 inner shell electrons were treated as

frozen cores (FCs) in the MP2 calculations. For Na+-Cs+ the
electrons in the (n-1) metal shell, e.g. the (2s,2p) shell in Na,
were included in the correlation treatment. It has been shown
that neglecting this shell results in an overestimation of the
M+‚‚‚O bond length with a corresponding decrease in bond
strength.3 The impact of using different core definitions will
be discussed for some of the Na+(DME)x complexes.
Room-temperature (298 K) enthalpy corrections are computed

using standard gas-phase expressions.45 Harmonic frequencies
for structures optimized at the RHF level have a 0.9 scaling
factor applied. MP2 frequencies are unscaled. For a compari-
son of empirical scaling factors for frequencies calculated at
various levels of theory, see the recent article by Scott and
Radom.46

III. Results

A. M+(DME). RHF and MP2 optimized structural param-
eters for the minimum energy configurations M+(DME), M )
Li, Na, K, Rb, Cs, series are shown in Figure 1, with the MP2
values given in parentheses. The Li+(DME) parameters were
taken from More et al.9 All five complexes possessC2V
symmetry, with the M+‚‚‚O bond lying in the same plane as
the heavy atom framework of the ether. As the ionic radius
increases along the sequence Li+-Cs+, Pauli repulsion produces
a corresponding increase in the metal-oxygen distance. As
the distance separating the positively charged metal and the ether

TABLE 1: MP2 Incremental Binding Energies Computed
with Different Counterpoise Definitionsa

Li+(DME)x

x ∆Ei(CP:A) ∆Ei(CP:B)

2 -33.0 -32.6
3 -24.6 -23.7
4 -16.7 -16.3

a Binding energies are in kcal/mol. All calculations were done with
the 6-31+G* basis set at RHF optimized geometries. Definitions “A”
and “B” are defined in the text.

M+ + xDME f M+(DME)x, x) 1-4 (1)

M+(DME)x-1 + DME f M+(DME)x (2)
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oxygen (which bears a partial negative charge) increases, the
strength of this predominantly electrostatic bond decreases.
Correlation recovery at the MP2 level shortens most of the
metal-oxygen bond lengths, with the greatest effect (-0.07 Å)
observed for Cs+, which is the most polarizable of the metals.
The magnitude of the correlation correction gradually diminishes
with decreasing cation size. For Li+, there is an increase due
to neglect of the 1s2 shell. Correlating the 1s2 electrons would
shorten the Li+‚‚‚O bond length from 1.833 to 1.789 Å, although

the metal/ether binding energy changes by less than 0.1 kcal/
mol. The C-O bond length smoothly approaches the free DME
value as the metal-oxygen distance increases. The C-O-C
angle is insensitive to the metal in these systems.
According to Hay and Rustad,47 a simple aliphatic ether/metal

system like the M+(DME) configuration could establish the
“ideal” structural criteria for predicting optimal metal/crown
ether binding. It is generally understood that optimizing the
M+‚‚‚O bond length in a metal/crown complex (i.e. fitting the
cation in the crown cavity) will lead to enhanced selection of
the cation by that crown. By applyingab initio and molecular
mechanics techniques to some metal/ether complexes, Hay and
Rustad were able to put forward another important criterion for
favorable binding: the orientation of the donor oxygen. For
the metal/ether complexes, a trigonal planar arrangement of the
cation with the C-O-C moiety is preferred. Satisfying this
orientational criterion appears to be at least as important as
optimizing the M+‚‚‚O bond length.47,48 All of the DME ligands
in this work exhibited a C-O-C dipole directed towards the
cation.
The total binding energies (∆Et) and corresponding enthalpies

at 298 K (∆Ht
298) are given in Table 2. Incremental binding

energies (∆Ei) are provided in Table 3. Since one of the goals
of the present study was to benchmark the accuracy of the
methods we use for treating large crown ether complexes, we
examined the consequences of substituting RHF geometries in
place of MP2 geometries when computing binding energies. In
three previous studies6,9,10 that examined the same issue in
different complexes, the magnitude of the effect was less than

TABLE 2: RHF and MP2 Total Binding Energies and Enthalpies for M+(DME) x Obtained with the 6-31+G* Hybrid Basis
Seta

total binding energy∆Et total binding enthalpy∆Ht
298

x Li b Na K Rb Cs Lib Na K Rb Cs

RHF @ RHF Geometry
1 -39.6 -26.6 -18.4 -15.3 -13.0 -38.8 -26.1 -17.9 -14.8 -12.5
2 -72.3 -49.7 -34.3 -28.8 -24.4 -69.9 -47.7 -32.5 -26.9 -22.7
3 -95.0 -68.0 -48.2 -40.7 -34.5 -91.0 -64.7 -45.1 -37.6 -31.5
4 -107.9 -81.6 -59.7 -50.8 -43.4 -102.5 -76.9 -56.5 -46.5 -39.0

MP2 @ RHF Geometry
1 -39.1 -26.8 -19.5 -16.4 -14.1 -38.3 -26.2 -19.0 -15.9 -13.7
2 -72.1 -50.2 -36.6 -30.9 -26.8 -69.7 -48.2 -34.7 -29.1 -25.1
3 -96.7 -69.5 -51.8 -43.9 -38.0 -92.8 -66.2 -48.6 -40.8 -34.9
4 -113.4 -85.1 -64.9 -55.4 -48.1 -108.1 -80.5 -61.7 -51.1 -43.8

MP2 @ MP2 Geometry
1 -39.0 -26.5 -19.3 -16.2 -14.0 -38.2 -25.9 -18.8 -15.8 -13.6
2 -71.7 -49.8 -36.1 -30.5 -26.4 -69.3 -47.8 -34.2 -28.6 -24.6
aCounterpoise-corrected binding energies and enthalpies (298 K) are given in kcal/mol.bMore et al.9

TABLE 3: Incremental Binding Energies and Enthalpies for M+(DME) x Obtained with the 6-31+G* Hybrid Basis Seta

incremental binding energy∆Ei incremental binding enthalpy∆Hi
298

x Li b Na K Rb Cs Lib Na K Rb Cs

RHF @ RHF Geometry
1 -39.6 -26.6 -18.4 -15.3 -13.0 -38.8 -26.1 -17.9 -14.8 -12.5
2 -32.7 -23.1 -15.9 -13.5 -11.4 -31.1 -21.6 -14.6 -12.1 -10.2
3 -22.7 -18.3 -13.9 -11.9 -10.1 -21.1 -17.0 -12.6 -10.7 -8.8
4 -12.9 -13.6 -11.5 -10.1 -8.9 -11.5 -12.2 -11.4 -8.9 -7.5

MP2 @ RHF Geometry
1 -39.1 -26.8 -19.5 -16.4 -14.1 -38.3 -26.2 -19.0 -15.9 -13.7
2 -33.0 -23.4 -17.1 -14.5 -12.7 -31.4 -22.0 -15.7 -13.2 -11.4
3 -24.6 -19.3 -15.2 -13.0 -11.2 -23.1 -18.0 -13.9 -11.7 -9.8
4 -16.7 -15.6 -13.1 -11.5 -10.1 -15.3 -14.3 -13.1 -10.3 -8.9

MP2 @ MP2 Geometry
1 -39.0 -26.5 -19.3 -16.2 -14.0 -38.2 -25.9 -18.8 -15.8 -13.6
2 -32.7 -23.3 -16.8 -14.3 -12.4 -31.1 -21.9 -15.4 -12.8 -11.0
aCounterpoise-corrected binding energies and enthalpies (298 K) are given in kcal/mol.bMore et al.9

Figure 1. M+(DME) C2V, RHF and MP2/6-31+G* optimized struc-
tures. MP2 parameters are given in parentheses. The Li data were taken
from ref 9.
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1 kcal/mol. Although the binding energy of the first ligand
drops by a factor of 3 from Li+ to Cs+, the MP2 corrected
binding energies at RHF or MP2 geometries vary by less than
0.2 kcal/mol. This provides further justification for the use of
RHF geometries in larger cation/ether clusters, although certain
consequences of the approximation will be pursued later.
Calculations of the binding energy performed with larger basis

sets suggest that the errors attributable to basis truncation with
the 6-31+G* basis should be on the order of(2 kcal/mol or
less. For example, the estimated complete basis set MP2 limit
for ∆E in K+(DME) was-19.7 kcal/mol,6 compared to-19.5
kcal/mol (6-31+G*). The same comparison for Li+(DME)
yielded -38.5 kcal/mol (CBS limit) vs-39.1 kcal/mol (6-
31+G*).9
B. M+(DME)2. RHF and MP2 geometry optimizations

predict D2d symmetry complexes for Li+(DME)2 and Na+-
(DME)2 (Figure 2a), whereas the heavier alkali metal cations
produced bent structures withC2 symmetry (Figure 2b). The
collinear O-M+-O alignment in the former complexes is in
accord with a simple point charge-dipole model. The nonclas-
sical structures adopted by K+(DME)2, Rb+(DME)2, and Cs+-
(DME)2 are probably the result of metal core polarization.17

Bauschlicher et al., demonstrated the importance of core
polarization to bending in Sr2+(H2O)2 complexes by freezing
the 4s and 4p orbitals for the bent geometry from the linear
structure.18 A bent conformation was predicted only when the
core orbitals were allowed to relax. In a related 6-31+G* study
of M+(H2O)n clusters, Glendening et al.16 likewise reported bent
structures for M+(H2O)2, M ) K, Rb, and Cs, although they
noted that the energy differences between the “linear”D2d

structures and the bent structures were very small. In fact, with
much larger basis sets and all-electron (AE) calculations, the
linear form of K+(H2O)2 was found to be 2.2 kcal/mol lower
than the bent form at the MP2 level (using MP2 optimized
geometries).15

As the size of the cation increases, the tendency to favor a
highly bent structure increases, as can be seen for the five RHF
bending potentials shown in Figure 3. The energies plotted in
Figure 3 correspond to geometries in which the OM+O angle
was held fixed and all other internal coordinates were optimized.
The bending potentials for the heavier metals show a significant

anharmonic component. At the MP2 level of theory the depth
of the K+, Rb+, and Cs+ minima increase and are shifted by
∼30° relative to the RHF values (see Figure 4).
To determine the degree to which the use of ECPs and

valence basis sets influence the calculated geometries, we
reoptimized the K+(DME)2 complex with the aug-cc-pVDZ
correlation consistent basis set.35,49 The potassium ECP was
replaced with an all-electron (15s,12p,2d)f [6s,5p,2d] con-
tracted basis set15 using Gaussian primitives reported by Scha¨fer
and co-workers.50 This basis set included an additional tight
(s, p, d) shell. Not unexpectedly, at the RHF level a linear
structure was predicted with a very shallow bending curve. At
the MP2 level the predicted OK+O angle (81.7°) differed very
little from the MP2(ECP)/6-31+G* value (88.8°) despite the
large increase in the number of basis functions relative to the
6-31+G*(ECP) basis set (137f 277). The MP2/aug-cc-pVDZ

Figure 2. M+(DME)2 RHF and MP2/6-31+G* optimized structures. (a) LinearD2d structures for M) Li, Na. (b) BentC2 structures for M) K,
Rb, Cs. Views show the C-O-C plane parallel to the paper, and normal to the paper with hydrogens not shown. The Li data were taken from ref
9.

Figure 3. O-M-O bending potentials for the M+(DME)2 structures.
Each calculated point represents the energy of an otherwise RHF/6-
31+G* optimized structure, relative to the energy in the linearD2d

configuration.
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KO bond lengths were within 0.006 Å of the smaller basis set
value. These findings suggest that MP2(ECP)/6-31+G* ge-
ometries should compare favorably with results obtained with
much larger basis sets.
Table 4 lists RHF and MP2 linearization energies at the RHF

and MP2 optimized geometries. Due to the flatness of RHF
bending potentials, numerical precision became a problem when
determining the harmonic frequencies of Rb+(DME)2 and Cs+-
(DME)2. Because Gaussian 92 and 94 do not provide analytical
second derivatives for ECPs, finite difference methods were
required. As a consequence of the inherent numerical noise,
the lowest RHF harmonic frequency was 6i cm-1 for Rb+-
(DME)2 and 3i cm-1 for Cs+(DME)2. Similar small imaginary
frequencies have been observed for large cation/water clusters
when ECPs were used.15 Such frequencies are below the level
of accuracy (∼10 cm-1) for RHF calculations and have no
physical significance. For an MP2 optimization, the frequencies
corresponding to the RHF imaginary ones take on the real values
of 20 (Rb) and 21 cm-1 (Cs), respectively.
The importance of d functions on metal/ligand complexes

was emphasized in the work of Kaupp and Schleyer17with NH3,
H2O, and HF ligands. They showed that a consequence of
insufficient d functions is the prediction of artificially long
metal-ligand distances for many clusters.17,25 We observed
similar behavior in K+(DME)2 when the potassium d function
was removed. The M+‚‚‚O distance increased substantially,
from 2.63 to 2.71 Å. All other structural changes were small.
The effect of the d function on bending is probably more
important for MX2molecules26 or for Group II-III metal/ligand
complexes, which exhibit somewhat greater covalent bonding
character.
C. M+(DME)3. All of the M+(DME)3 complexes display

D3 symmetry. The metal cation and the three ether oxygens
are coplanar. Optimized RHF/6-31+G* structural parameters
for each of the alkali cations are shown in Figure 5. MP2
geometry optimizations and numerical frequency calculations
were considered prohibitively expensive to do for each of the
20 complexes discussed here. The COM+O torsion angle,
which measures the methyl carbon tilt relative to the plane of

the ether oxygens, increases along with ligand-ligand repulsion
as the M+‚‚‚O distance shrinks. Normal mode analyses yield
small frequency motions, corresponding to aC3 pyramidal
distortion that are on the order of 10 cm-1. Cs+(DME)3 was
characterized by one imaginary frequency (3i cm-1).
A “nonplanar”C3 symmetry configuration of Cs+(DME)3 was

also explored. Cesium was chosen because it was expected to
exhibit the most pronounced structural deviation from planarity
among the five cations. At the RHF level, theC3 configuration
was only 0.004 kcal/mol lower in energy than the planar (D3)
conformation. This value increased slightly to 0.2 kcal/mol with
an MP2 correction. The Cs+ cation sits 0.68 Å above the plane
of the ether oxygens. Other changes in geometry are very small.
This nonplanar configuration was also characterized by one
small, imaginary harmonic frequency. The issue of numerical
precision in frequency evaluation was not resolved for thex )
3, 4 complexes due to the expense of MP2 optimizations.
Total and incremental binding energies for theD3 complexes

are given in Tables 2 and 3, respectively. For reactants or
products having imaginary frequencies, the frequencies were
simply included in the enthalpy calculation as negative values.
Room temperature enthalpy differences for these reactions are
insensitive to the treatment of the few lowest frequencies. That
is, altering them by<10 cm-1 would shift∆H298 by less than
0.1 kcal/mol.
D. M+(DME)4. Structural parameters for theS4 symmetry

M+(DME)4 complexes are shown in Figure 6. The oxygens
are located in a tetrahedral arrangement around the central
cation, with C-O-C planes of DME rotated in order to
minimize ligand-ligand repulsion. Cs+(DME)4 is characterized
by three very small numerically unresolved frequencies (6i, 4i,
and 2i). Across the M+(DME)x, x ) 1-4, sequence of
complexes, the MO bond length uniformly increases as ligands
are added, due to ligand-ligand repulsion and screening of the
positive charge by the other ligands.17

While the binding energy of the first DME varies by nearly
a factor of 3 (-39.1 for Li+ to -14.1 for Cs+) along the
sequence of alkali cations, the variation for the fourth DME is

TABLE 4: Linearization Energies for M +(DME)2 Obtained
with the 6-31+G* Basis Seta

method geometry K+ Rb+ Cs+

RHF RHF 0.05 0.07 0.14
MP2 RHF 0.33 0.39 0.52
MP2 MP2 0.90b 1.06 1.21

a Energies are given in kcal/mol.b The linearization energy at the
MP2/aug-cc-pVDZ level is 1.3 kcal/mol.

Figure 4. O-M-O bending potentials for the M+(DME)2 (M ) K,
Rb, Cs) structures otherwise optimized at both the RHF and MP2/6-
31+G* levels of theory.

Figure 5. M+(DME)3 planarD3, RHF/6-31+G* optimized structures.
(a) O-plane parallel to the paper. (b) O-plane normal to the paper, with
hydrogens absent. The Li data were taken from ref 9.
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much less due to the reduced ability of the ligands to approach
closer to the cation (see Table 3). Glendening and Feller studied
the binding energies of multiple waters to the alkali cations16

at the same level of theory used in the current work. They
reported that the fourth water binds with nearly identical strength
to the fourth DME, but only for the equivalent high-symmetry
three- and four-coordinated structures. For comparison pur-
poses, at the MP2/6-31+G* level, the D3 f S4 fourth
incremental water binding energies are-16.6 (Li+), -14.0
(Na+), -12.8 (K+), -11.4 (Rb+), and-10.2 (Cs+) kcal/mol.
The larger cations, however, prefer hydrogen-bonded water
clusters and clusters that place the next water outside the first
coordination sphere.
E. Trends and Comparisons. Evidence for highly elec-

trostatic behavior is given by the partial charges on the metal
and ligand atoms. A Mulliken analysis reveals a net charge
range of+0.92 to+0.98e for Na through Cs in the various
clusters. Partial charges on oxygen range from-0.63 to-0.71e
and on the methyl groups from+0.32 to+0.38e. Lithium
complexes, however, exhibit distinct donor-to-metal charge
transfer. Li/O Mulliken charges are+0.80/-0.62e for Li+-
(DME) and+0.57/-0.56e for Li+(DME)2. A natural energy
decomposition analysis51 (NEDA) was also applied to these
systems. NEDA is a useful approach for partitioning the
interaction energy into electrostatic, polarization, charge transfer,
and exchange repulsion components. The results are not
presented here, as the qualitative trends are nearly identical with
those observed for alkali metal/water clusters using the same
method.52 In summary, the electrostatic component dominates
the interaction energy for each metal/ligand aggregate. Charge
transfer is substantial only for the lithium complexes9,52 and
decreases rapidly with increasing cation size.
In all of the calculations discussed so far, the “(n-1)” metal

shell was included in the correlation treatment for Na+-Cs+.
The effects of choosing a different core definition in sodium
are summarized in Table 5. It can be seen that incremental
binding energies are underestimated by up to 1 kcal/mol with
a neon-type core, and Na+‚‚‚O distances are overestimated by
up to 0.06 Å. In fact, for these complexes the binding energies
are more sensitive to the frozen core definition than to
correlation recovery. Although the 6-31+G* basis set lacks
sufficient flexibility for a quantitative description of core/valence
effects, similar conclusions have been reached by Bauschlicher
et al.13 and by Feller et al.15 with much larger basis sets.

Agreement between the MP2 incremental binding enthalpies
and results obtained from collision-induced dissociation (CID)
experiments9,11 is generally excellent. Figure 7 compares the
available data for Li+, Na+, and K+. The primary difficulty in
measuring∆H experimentally lies in the analysis of the raw
data. The apparent onset of dissociation must be corrected for
the effects of multiple collisions between the cation ether
complex and the rare gas atoms, variations in the internal
temperature of the complex, and the unimolecular decay rate.
The last of these is most problematic. Where discrepancies exist
between the experimental and theoretical values, larger basis
set calculations6 have failed to resolve the issue.

IV. Summary and Conclusions

The structures and binding energies of M+(DME)x complexes
have been determined with polarized basis sets at the RHF and
MP2 levels of theory. The resulting trends were discussed in
terms of classical electrostatics and nonclassical behavior.
Electrostatics correctly predicts (1) a monotonic decrease in total
binding energies with increasing cation size accompanying the
increase in M+‚‚‚O bond lengths with ligand coordination
number, (2) a monotonic decrease in incremental binding
energies, and (3) an ether dipole that is directed at the metal

Figure 6. M+(DME)4 S4, RHF/6-31+G* optimized structures. The Li
data were taken from ref 9.

TABLE 5: Effect of Using Different Na Frozen Core
Definitions on the MP2 Incremental Binding Energies and
Metal-Oxygen Distances in Na+(DME) xa

core) [He] core) [Ne]

x geom. ∆Ei Na+‚‚‚O ∆Ei Na+‚‚‚O

1 RHF -26.8 2.204 -26.4
2 -23.4 2.234 -22.9
3 -19.3 2.271 -18.3
4 -15.6 2.315 -14.9

1 MP2 -26.5 2.179 -26.4 2.240
2 -23.1 2.213 -22.9 2.266

aCP-corrected binding energies are given in kcal/mol and distances
in angstroms. All calculations were done with the 6-31+G* basis set.

Figure 7. Comparison between collision-induced dissociation experi-
mental binding enthalpies and MP2 results obtained with the 6-31+G*
basis set.
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ion. The incremental binding energy drops more quickly with
increasing ligand coordination number for smaller cations due
to relatively larger steric crowding of the ligands.
For sufficiently large polarizabilities of both ligand and metal,

core polarization stabilizes bonding on the same side of the
cation, promoting bending for M+(DME)2 complexes and
pyramidalization for M+(DME)3 complexes. This distortion
increases with cation polarizability. Quantum effects also give
rise to charge transfer from the ligand to the metal in the more
strongly bound clusters.9 The computed binding enthalpies are
generally in excellent agreement with the available experimental
data obtained from collision-induced dissociation measurements.
Where discrepancies exist, tests conducted with much larger
basis sets suggest that there are further difficulties in the
experimental analysis.
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